Web-based Visualisation of the Generalised 3D City Models using HTML5 and X3DOM
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Abstract: Efficient visualisation of 3D city models in various scales is one of the pivotal techniques to support applications in mobile and Internet environments. In this paper, a framework is proposed to visualise online 3D city models using Internet Browsers without plugins. The City Geography Makeup Language (CityGML) and Extensible 3D (X3D) are used to represent and present the 3D city models. Then, generalisation methods are studied and tailored to create 3D city scenes in block, building and facade levels dynamically; multiple representation structures are designed to preserve the generalisation results in different scales. Finally, the quality of generalised 3D city models is evaluated by the experimental results.
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1. Introduction

3D city models can improve many applications such as urban planning, navigation, disaster management, traffic control etc., in various aspects especially in visualisation. More and more applications start to integrate 3D city models into their platforms (Zhang and Zhu 2004), because on one hand, 3D city models can be quickly generated using remote sensing such as Lidar and photogrametry (Brenner et al. 2001). On the other hand, the development of web and mobile devices makes it possible to access 3D city models anywhere (Coors and Zipf 2007). However, compared with the data volume and complexity of 3D city models, the capability of mobile devices and network band are still limited. To improve the visualisation efficiency, generalisation of 3D city models is required.
For 3D city models, generalisation creates models in lower Levels of Detail (LODs) from higher LODs. In CityGML standard, five LODs are defined from internal building to the overall digital elevation model (DEM) to describe the city objects. Considering the complexity of 3D city models, it is essential to generalise the models automatically. Meanwhile, the generalised results of models in different LODs should be organised together for dynamic visualisation, so the multiple representation data structure is required.

The rest of the paper is organised as follows. Related work is introduced in Section 2. Section 3 describes the proposed generalisation methods for different levels. Section 4 presents the experimental results and Section 5 concludes the whole paper.

2. Related work

To visualisation 3D city models with browser, different plugins are development. Lerma et al. (2004) create VRML plugin for browser to visualise their virtual museum. Zhou et al. (2006) created a backend server to process the parameters from the user, generated 3D models, and sent them back to the VRML-enabled browser for display/navigation. Manferdini and Remondino (2010) developed a 3D city model visualisation methodology based on O3D technologies. Marvie et al. (2011) proposed an approach for adaptive streaming of online multiuser virtual worlds, using generic transfer protocols and a unified representation of the worlds based on X3D. However, it is difficult to maintain so many different plugins for both user and developer. Therefore, Behr et al. (2009) proposed X3DOM to show native X3D within an HTML page. Lornet (2011) demonstrated a showcase in the Web3D 2011 conference about the 3D city models of Dijon.

These online applications indicate that visualisation of 3D city models in multi-scale is essential for online presentation. Zooming user interface is used to change the scale of viewed area in order to see more detail or less, and to browse through different areas (Bederson and Hollan 1994). It is important to find methods to generate lower LODs from higher LODs automatically by generalising city objects in block level and building level, because generalisation not only reduces the data volume but also hides the unnecessary details in different scales.

In block level, a number of aggregation methods have been developed for aggregation of 2D cartographic objects and 3D buildings. Bundy et al. (1995) introduced Direct-merge operator and Snap-merge operator; Anders (2005) proposed an approach for 3D building aggregation based on

In building level, Meng and Forberg (2007) summarised generalisation methods that change the representation between different LOD. For the single building model simplification, Mayer (2005) and Forberg (2007) created a scale-space technique partly based on the morphological operators opening and closing to simplify 3D building model. Half space model was used by Kada (2006) to detect the main outline of a building. Then he extended the simplification method to the roof structures using pre-defined roof types (Kada 2007). Zhao et al. (2012) explored the generalisation method for detailed building models in both appearance and internal structure with authentic architectural components. Fan and Meng (2012) proposed a method with three steps to simplify 3D buildings in CityGML.

3. Methodology

In this paper, the X3DOM based online visualisation framework is implemented first by converting the 3D city models from CityGML into X3D files and updating the 3D scenes in the user browser using Websocket. According to earlier experimental results (Mao and Ban, 2011 - add Ref of Cartographica paper), it is difficult for the browser to support the large data volume of 3D city models, which illustrates the necessity of the proposed generalisation methods.

3D generalisation methods are employed to create the multiple representation structure of the city models in different LODs defined in CityGML. Since the LOD0 (2.5D models) can not reflect the full properties of 3D city models and LOD4 data is not as widely acquirable as others for the privacy reasons, this thesis focuses on the generalisation of models in LOD1, LOD2 and LOD3. With the proposed multiple representation structure generated for each LOD, the 3D city models are continuously integrated together. Then the dynamic visualisation strategies are discussed based on the multiple representation structures in different LODs. Finally, the generalisation results are evaluated by comparing the visual similarity
between the original models and the generalised ones. The overall structure of the proposed generalisation framework is given in Figure 1.

**Fig. 1.** Generalisation structure for web visualisation of 3D city models

The 3D city model generalisation methods in block level and building level are studied. The multiple representation structures are created in each level to storing the automatically generated generalisation results for dynamic visualisation. In the block level (LOD1), CityTree, a novel tree structure, is proposed to represent the models in different scales by aggregating the nearby buildings. In building level (LOD2 and LOD3), a new LOD of the city object is created by projecting the detailed geometrical structures of the building surfaces such as windows, doors, etc. into its exterior shell. And an index structure is created specified for the street level visualisation.

The test data of the proposed visualisation framework is in CityGML format. The test datasets in CityGML come from the web site CityGML.org, the official homepage of CityGML, and the datasets in KML come from the ViSuCity project (Ban 2008), in which 3D city models are supplied by Blom A.B. in Sweden. They export the data in KML format. The rest of the chapter will discuss these parts of the proposed visualisation framework in details.
3.1 Block level generalisation

In the block level of 3D city models, the number of the objects is huge and the data volume is very large. Generalisation is required not only to reduce the data volume and improve the visualisation efficiency but also to emphasise the interesting/target parts such as the destination in the navigation. In the block level, the overall structure is more important than the details of each object in the visualisation because the distance from the user view point to the city objects is too long to reveal all the details. There are many structures or patterns in the city block level e.g. linear, grid, etc. In this paper, Delaunay Triangulation and Minimum Spanning Tree are used to detect two common structures in the block level, the neighbourhood and linear structures. For the neighbourhood structure, the aggregation operation is applied, and for the linear structure, the typification operation. Since the 3D city models in the block level are widely distributed in a relatively large area, and their distances from the current user view point could be quite different. Therefore, it is necessary to create the multiple representation structures to support the different generalisation in dynamic visualisation.

CityTree (Mao et al. 2011), a multiple representation data structure of the city objects, is created to effectively implement the continuous scaling and dramatically reduce the loading time of 3D models. The CityTree structure is based on a binary tree in which leaf nodes represent the original 3D city objects (here: the building objects) and the other nodes represent the generalisation models of their children; that is, the CityTree is a dendrogram of building objects. In visualisation, selected nodes of the CityTree are shown to the user according to his/her view point. When the view point is changed, the new selected nodes in the CityTree will replace the previous ones. By utilising CityTree, it is possible to have dynamic zoom functionality in real time. When the 3D city models in different LODs are generalised, it is required to first convert the model from higher LODs to lower LODs. Then nearby buildings are aggregated together to simplify the 3D city models.

Figure 2 gives a demo example of the CityTree. Figure 2(a) shows the distribution of the original city building group which contains 5 buildings (1~5). The rectangle areas (A~D) are created by selecting nearby buildings. The CityTree is generated as shown in Figure 2(b). The leaf nodes (1~5) are original objects in city model. The other nodes (A~D) are new generated middle nodes with geometry feature of aggregation of children models.
In the visualisation step, the CityTree nodes are selected based on the user’s viewpoint and the features of the node. If the parent node is selected to visualise, all his children will not be loaded which can reduce the computational complexity dramatically.

3.2 Building level generalisation

In many 3D city related applications such as road navigation, urban planning, etc., the indoor details are not necessary and should not be visualised for privacy considerations for most of the city objects. The model appearances are enough for these applications. Therefore, by creating the exterior shell representations of the detailed 3D city objects, not only the visual efficiency is increased but also the user privacy is protected. Therefore, the shell model is an important bridge linking the models in higher LODs into lower LODs.

To extract the exterior shell of the detailed 3D city models, four steps is required: (1) extract exterior shell of wall elements, (2) project the selected polygons of windows and doors on the corresponding walls, (3) select the polygons of windows and doors whose plane are parallel to the walls where the windows and doors are sealed, and (4) extract exterior shell of roof structure. The details of the algorithm implementation are given in Fan et al. (2011).

For building level visualisation, the viewpoint is usually near to the buildings, such as street level viewing. In these applications, the number of visible buildings at each viewpoint is limited. Therefore, the selection operation in the model generalisation is chosen to simplify the 3D city models.

To detect the visibility of each building, all polygons of the 3D models are projected into 2D according to the current user viewpoint. Then cover-
age relationship between each polygons are analysed based on the distance to their current viewpoint. Only these buildings with visible projections are selected as the generalisation results for the current viewpoint.

Because the proposed visibility analysis and visual importance calculation are quite time consuming tasks, it is not efficient to perform these processes whenever the user viewpoint changed in the dynamic visualisation. Based on the characters of the street view, the limited viewpoint (on the street) and limited view angle (along the street), an index structure is pre-generated to store the visibility and visual importance information at certain viewpoint along the street. These indexes cover the road network at certain interval. In our implementation, the interval is 20 meters that could be changed according to different applications. In dynamic visualisation, the corresponding index is selected for the current user viewpoint, and the generalisation results will be created based on the information of the selected index. There may be some difference in the visible models between the actual viewpoint and its index, but it is not affect the overall visual impression in most cases according to the visual similarity comparison.

Then in the dynamic visualisation stage, the $n$ most visually important buildings will be rendered in the 3D scene, and the number $n$ is decided by the applications or the network condition in the online situation.

4. Case study

4.1 HTML5 based visualisation

To visualise the generalised 3D city models, HTML5 related technologies are implemented. Websocket is selected to transmit the 3D data; Webstorage (2012) is employed to cache the data and X3DOM is applied for visualisation.

Compared with HTTP, Websocket is more suitable to transmit 3D city models through Internet. First, the overhead of Websocket is much less than HTTP. The overhead in Websocket can be reduced to just two bytes, while HTTP contains usually several hundreds to several thousands bytes. Second, the communication in Websocket is complete duplex in which the browser and server can send data to each other as soon as there are is update, while HTTP is half-duplex polling solution that only allows server send the data to user after a request. We select Jetty (2012) to implement Websocket in the server. In user side, data can be received with JavaScript as long as the browser supports Websocket.

To further increase the visualisation speed, 3D data should be cached or preloaded into browsers, which can be implemented by Webstorage (Pier-
ro et al. 2011). According to HTML5 specification, Webstorage defines an API for persistent data storage of key-value pair data in Web clients. Compared with cookie in HTML5, Webstorage is larger in size, can share data from different session, and is more security. The default size of Web Storage is 5MB for a domain and it can be set according to user requirement. To visualise the generalised 3D city models, Webstorage should be applied to improve the visualisation efficiency.

Based on the received 3D city data from server, 3D scenes can be created and visualised through browser with X3DOM. The 3D scenes are updated dynamically according to current viewpoint of the user. The visualisation process is composed by following three steps: checking current viewpoint, loading visible buildings and updating X3D objects. In this paper, buildings are all represented by IndexedFaceSet object in X3D as follows:

```
IndexedFaceSet : X3DComposedGeometryNode {
    SFNode [in,out] coord       NULL [X3DCoordinateNode]
    MFInt32 []       coordIndex [] [0,=) or -1
}
```

The coord field specifies Coordinate and the coordIndex defines the polygons. The JavaScript code to generate PointSet in X3D is listed as follows.

```
var s = document.createElement('Shape');
var b = document.createElement('IndexedFaceSet');
b.setAttribute("coordIndex", coordindex);
var crd = document.createElement('Coordinate');
crd.setAttribute("point", coord);
b.appendChild(crd);
s.appendChild(b);
var ot = document.getElementById('x3d_root');
ot.appendChild(s);
```

The code will generate a segment of X3D file in the web page and append it to the X3D root node as follows:

```
<x3d_root>
    ...
    <Shape>
        <IndexedFaceSet coordIndex='...'>
            <Coordinate point='...'/>  
        </PointSet>
    </Shape>
</x3d_root>
```
4.2 Generalised model visualisation

In this paper, generalisation in city block level is implemented. With the proposed CityTree structure, fewer buildings are visualised and the performances are improved. Figure 5 shows the results of dynamic visualisation of CityTree. The 3D city models are come from CityGML.org and show a real area around Leverkusen in Germany. It can be seen that based on the proposed CityTree structure, the buildings far away from the user viewpoint are more generalised than the nearby ones.

(a) Near distance
Fig. 5. Visualisation of CityTree in different viewpoints

5. Conclusions

This paper focuses on the visualisation and generalisation of 3D city models in multiple scales. An online visualisation framework is proposed based on CityGML and X3D to represent and present the 3D city models respectively. The experimental results indicate that the proposed framework can be implemented in the mainstream web browsers with HTML5 support. It is difficult, however, to support the detailed 3D city models with large data volume. Therefore, generalisation methods and multiple representation structures in different scales (block, building, and facade) are proposed to improve the dynamic visualisation efficiency. The results showed that the proposed generalisation methods in different levels can reduce the data volume of 3D city models and preserve the visual similarity from the original ones, which is essential for online visualisation of 3D city models. In the future, the framework will be tested in the mobile devices.
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